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This work aims to contemplate the detection of possible anomalies in a dynamic, robust, and effective way using 
Mahalanobis distance readily with the Chi² test. Tests were performed with p-values of a data set and the cut-
off value, both generated by the Chi² test, reliably and dynamically detected possible anomalies. Therefore, this 
anomaly detection method is more effective for regular anomaly determination based on points farthest from 
the center.
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Introduction

The use of distance calculation dates back to 
650 BC as an attempt to define the shortest possible 
distance from two points. Thales of Miletus began 
calculating distances between different objects 
using two-point references [1,2], for instance, 
the distance between a ship and shore or height 
from the top of a pyramid to the example etcetera. 
Subsequently, Euclidean geometry contributed to 
calculating the Euclidean distance, and nowadays, 
we can see its use in the objective life of any person. 
However, in machine learning, the need to estimate 
the metric of two points comes from the demand of 
the data clustering process [1].

Clustering, which is a powerful data mining 
technique, in turn, is formed by the proximity 
relationship of the defined methods, being able to 
be distinguished between two types by the distance 
of the defined points, using the defined formulas and 
mathematics methods, or by the degree of similarity 
based on their characteristics [3].

There are some measures to determine the 
interval between points; among them are Hamming 
distance, the Minkowski distance, the Manhattan 
distance, and the most famous, the Euclidean 

distance [4]. Even so, the article’s primary subject 
was the statistical measure created by the Indian 
scientist Prasanta Chandra Mahalanobis, called 
Mahalanobis distance, used in the experiment [5.

The χ²(chi-square), or simply Chi²(chi-square) 
test, is described as a non-parametric test; that is, 
it does not depend on population parameters; in 
addition to being a hypothesis test, the principle 
basic to this test is to compare proportions, that 
is, possible divergences between the observed and 
expected frequencies for a specific event [6].

An example of Chi² application was the usability 
to assess the significance of each parameter 
considered for risk stratification and mortality 
prediction for definitive values about COVID-19 
[7], dealing directly with data processing to 
improve the final results. Mahalanobis distance 
is an effective multivariate distance metric that 
measures the distance between a point (vector) and 
a distribution [5,6] as per Formula 1. This metric is a 
multivariate distance calculation metric, efficiently 
measuring spatial distributions between points 
and vector distributions at intervals, thus having 
prominence in anomaly detection applications, 
classification of untreated datasets, and in some 
cases in classifications of classes and most ignored 
use cases [5].

The formula for the Mahalanobis distance is 
given by [6]:

   (1) 

In which, D² is the square of the Mahalanobis 
distance; x is the observation vector; m is the 
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vector of mean values of the independent variables; 
C-1 is the inverse of the covariance matrix of the 
independent variables.

Formula 1 also has some observations; if the 
matrix (x - m) is diagonal, then the distance measure 
is analogous to the normalized Euclidean distance 
[5].

This article proposes to showcase the efficacy of 
anomaly detection in conjunction with the distance 
between a distribution and Mahalanobis points. 
Arguments supporting the use of this technique 
will be presented in dissonance with the current 
literature approach [8,9] regarding anomaly 
detection in a database. After experimentation and 
comparisons with the Chi² test, the x values farthest 
from a centroid-based method lacked dynamism 
and showed high chances of detecting false 
positives. Hence, the correlation between Chi² and 
Mahalanobis distance is displayed to evidence the 
accuracy of the cut-off values for anomaly detection 
proposed by the result of the Chi² test (or p-value) 
present in this paper.

Materials and Methods

The dataset used was obtained from the learning 
and challenge platform Kaggle [10], a well-known 
platform in the Data Science area; the dataset is 
called World Happiness Report, which contains 
information about world happiness. There are two 
main reasons for the choice of the dataset. The first 
is that the dataset needs to have a high degree of 
relationship, i.e., that presents a precise functioning 
with highly correlated data in contrast to neural 
networks and especially in Pearson functional 
networks [11] so that the Chi² can stand out in 
the results of possible anomalies to facilitate the 
understanding and comprehension of the content, 
the second reason was that after the pandemic, 
socioeconomic behaviors were impacted, such 
as happiness and quality of life [12], for these 
factors the database proved to be more attractive, 
thus hoping to return not only anomalous results 
but also the difference in the degree of happiness 
over time. The dataset has the period from 2015 

to 2022; however, it was used from 2020 to 2022 
to detect possible anomalies, considering that the 
COVID-19 virus started spreading in January 
2020 and causing the pandemic in March 2020 
[13] and that this pandemic impacts to society 
[12]. That had as motivation for the search for the 
possible impacts of the COVID-19 pandemic on 
world happiness. During the development, it was 
verified that the columns with higher correlation 
using the Pearson correlation coefficient resulted 
in the upper and lower whisker columns with 99% 
correlation between them, thus, being chosen by 
the high degree of correlation to the experiment. 
Subsequently, the clustering was performed by 
defining only one cluster (group), the calculation 
of the data centroid, the computation of the 
Mahalanobis distance for each point, and the 
Chi² test were performed with the help of the 
scipy library [14], and using the cdf function 
(cumulative distribution function).

Consequently, finding the p-value of each 
point was possible to establish the cut-off values 
for anomaly determination. Then the possible 
anomalies were separated. All tests and experiments 
were done using Python version 3.7.10 [15].

Chi² is used as a statistical hypothesis test 
and as a cut-off value, i.e., a value to determine 
whether a piece of data is anomalous or not. The 
statistical hypothesis test is performed because 
the Mahalanobis distance results in the squared 
distance, the ‘D²’ [16].

To find the cut-off value, one needs to know the 
limits of the grouping of the data and the degree 
of freedom (c) will be the number of variables/
columns present in the database [11]. This 
calculation is represented by Formula 2, which is 
given by the formula in which the variable O is the 
observed value and E is the expected value.

  (2)

Mahalanobis distance is closely related to 
Chi² in the way that [6,18] proposed: the squared 
Mahalanobis distance of a Gaussian (normal) 
distribution is distributed by Chi². Therefore, the 
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Chi² test will result in a variable called p-values, 
intended to demonstrate whether the test results 
are quantitatively significant. The following 
considerations are essential to perform a Chi² test 
and obtain the p-values [6]:

•  The degree of freedom is defined as the 
number of categories minus 1 [6].

•  The tester chooses the alpha level (α). 
Usually, the alpha level is 0.05 (5%), but one 
can also have other levels, such as 0.01 or 
0.10 [6].

The advantages of Chi² include its robustness 
in data distribution, easy calculation, and detailed 
information that can be obtained from testing. The 
caveat to using this methodology in studies is that 
they cannot meet the parameter assumptions and 
flexibility in handling two aspects of group data 
and multi-group studies [16].

Results and Discussion

After the experiments had been carried out, the 
result of the detection of anomalies was compared 
using p-values and the cut-off value of the Chi² 
hypothesis test. Figure 1 shows three ellipses 
based on the Chi² test for the database chosen. The 

values outside the limit of the first ellipse (blue) 
are considered anomalies (annotated with their 
respective index). In this case, the delimitation 
of the ellipse is the critical cut-off value found by 
performing the Chi² test. It is worth pointing out that 
the alpha level value was set to 0.01. The standard 
deviation of the first ellipse measures the ellipses 
in red and yellow. For example, the red ellipse is 
the standard deviation multiplied by two, and the 
yellow is multiplied by three.

In Figure 2, the ellipse continued to be made 
similarly, but the cut-off value was determined 
by the p-values also generated by the Chi² test. 
P-values that have a significance level lower than 
0.01 are considered anomalies. Therefore, both 
methods can be used equally for the same purpose. 
However, to find the p-value, only one calculation is 
needed, while the critical cut-off values of the Chi² 
test are found after more calculations. Depending 
on the alpha value used in the Chi² test, the result 
of possible anomalies may be equal to the result of 
using p-values as a cut-off value. In the case of this 
database, when using the alpha value as 0.001, the 
result of both methods are the same. The critical 
value used in the first method and the p-value of 
the second method are two different approaches to 
the same result [17].

Figure 1. Chi² critical value cut-off.
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Figure 2. Chi² p-value cut-off.
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Conclusion

The anomaly detection is successfully performed, 
and the need to streamline it is successfully met. 
The values determined as possible anomalies are 
established according to a cut-off value calculated 
by hypothesis testing, unlike how it is commonly 
performed, measuring a certain amount of points 
furthest from the centroid.
The results collected in this research are of 
paramount importance to detecting anomalies 
since they demonstrate the detection of anomalies 
through a specific cut-off value, that is, dynamically 
and more reliably. Therefore, verifying and testing 
the effectiveness of Chi² with other distance metrics 
or with many categories is recommended for future 
work.
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